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SUMMARY 

When 95% confidence intervals (CIs) on independent means do not overlap, the two-tailed p 

value is less than .05 and there is a statistically significant difference between the means. 

However, p for non-overlapping 95% CIs is actually considerably smaller than .05: If the 2 CIs 

just touch, p is about .01, and the intervals can overlap by as much as about half the length of one 

CI arm before p becomes as large as .05. Keeping in mind this rule—that overlap of half the 

length of one arm corresponds approximately to statistical significance at p = .05—can be helpful 

for a quick appreciation of figures that display CIs, especially if precise p values are not reported. 

The author investigated the robustness of this and similar rules, and found them sufficiently 

accurate when sample sizes are at least 10, and the 2 intervals do not differ in width by more than 

a factor of 2. The author reviewed previous discussions of CI overlap, and extended the 

investigation to p values other than .05 and .01. He also studied 95% CIs on 2 proportions, and on 

2 Pearson correlations, and found similar rules apply to overlap of these asymmetric CIs, for a 

very broad range of cases. Wider use of figures with 95% CIs is desirable, and these rules may 

assist easy and appropriate understanding of such figures. 
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INTRODUCTION 

Well-designed figures can in many cases give a quick and valuable overall appreciation of 

experimental results. Confidence intervals (CIs) provide inferential information and therefore 

guide the drawing of conclusions from data. Drawing conclusions from figures is inference by 

eye. My purpose is to discuss some simple rules to support inference by eye from figures that 

include CIs or other error bars.  

http://www3.interscience.wiley.com/journal/121548898/issue
mailto:g.cumming@latrobe.edu.au
http://www.latrobe.edu.au/psy/esci
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Consider a figure that shows CIs on the means of two independent groups, for example 

any of the pairs of 95% CIs in Figure 1. It is easy to notice whether the intervals overlap, and the 

extent of overlap intuitively seems to signal how confident we can be that the two underlying 

population means differ. Figure 1 illustrates a range of amounts of overlap, and for each pair of 

means it shows near the top the two-tailed p value. If intervals overlap considerably, as in Figures 

1a and 1b, the p value for comparison of the means is large. If they overlap by only a small 

proportion of a CI arm length, as in Figures 1c and 1d, the p value is small, and if as in Figure 1e 

they do not overlap at all—there is a gap between the intervals—the p value is very small. My 

purpose is to investigate how p values relate to interval overlap, and to extend previous 

discussions of rules intended to guide inference by eye with overlapping intervals. I will 

throughout use two-sided CIs and, correspondingly, two-tailed p values. 

There has been a widespread belief, especially in medicine [1, 2], that 95% CIs just 

touching end to end is equivalent to statistical significance, p < .05. However there have now 

been a number of explanations [2-5] that this belief is incorrect. The accurate relation is 

illustrated in Figure 1c: When p = .05 for the difference between the two means M1 and M2, the 

95% CIs overlap a little more than half the length of one arm of either CI. 

When means are independent, the CIs on those means do indeed contain the information 

needed to calculate the p value. However, is the relation between overlap and p sufficiently 

regular to be useful for inference by eye? The rules I discuss are based on proportion overlap 

(POL), which in Figure 1c, for example, is the vertical distance between the thin horizontals 

joining the two 95% CIs, expressed as a proportion of the margin of error, where margin of error 

is the length of one arm of a CI. I use w to refer to the length of one arm of a CI. For symmetric 

CIs, such as those in Figure 1, the total width of the interval is twice the margin of error, or 2w. If 

the two CIs have different widths, and thus different values of w, POL is the proportion of the 

average of the two margins of error. Looking ahead to later discussion of non-symmetric CIs, it is 

useful to define POL most generally as the proportion of the average length of the two CI arms 

that do the overlapping—one arm from each CI.  

Correspondingly, proportion gap is the gap between the closest ends of non-overlapping 

intervals expressed as a proportion of the average length of the two arms that are closest. 

Proportion gap may be expressed as a negative POL value: Two intervals that do not overlap 

have, in a sense, ‗negative overlap‘, as in Figure 1e. POL values are reported near the top in 

Figure 1, just below the p values. 
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Figure 1. Means M1 and M2, and 95% confidence intervals (CIs) for pairs of independent 

samples. In each pair the two samples have the same size n, and are assumed to come from 

normal populations having the same variance . The CIs are calculated using z, so it is assumed  

is known, or n large. Proportion overlap (POL) is overlap expressed as a proportion of the length 

of a single arm of a CI, and POL values are shown near the top. A gap between intervals is 

signalled by a negative POL value, as for Pair e. M2 is varied to achieve selected values of two-

tailed p shown near the top. As overlap progressively decreases from Pair a to Pair e the p value 

corresponding decreases. The rule of eye p and POL value pairs shown in the lower boxes 

provide approximate benchmarks for estimating the p value for any observed amount of overlap 

of two independent 95% CIs, and show that the rule is slightly conservative for the base case 

illustrated. For example, Pair c shows that POL = 0.59 gives p = .05, but the rule of eye specifies 

a POL of approximately 0.5 or less, for p ≤ .05. 
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Cumming and Finch [5] investigated overlap of 95% CIs on independent means for 

random samples from normal populations and proposed the following rule of eye: 

Two independent means, 95% CIs  For a comparison of two independent means, two-tailed p ≤ 

.05 when the overlap of the 95% CIs is no more than about half the average margin of error, that 

is when proportion overlap (POL) is about 0.5 or less. (See Figure 1c, and the box just below 

that pair of means.) 

In addition, p ≤ .01 when the two CIs do not overlap, that is when proportion overlap is 

about 0 or there is a positive gap. (See Figure 1d, and the box just below.) 

These relationships are sufficiently accurate when both samples sizes are at least 10, and 

the margins of error do not differ by more than a factor of 2.  

The rules of eye are intended [5] to give easily remembered, pragmatically useful 

guidance for anyone inspecting a figure that presents data. Rules are not intended to give p values 

that are precise, and are not intended to replace statistical calculations: If an accurate p value is 

desired it should where possible be calculated and reported. The investigation [5] used the 

method of Welch [6] and Satterthwaite [7], which pools error variances for the denominator of an 

independent-groups t statistic without requiring the assumption of equal variance in the two 

underlying populations.  

In this article I review previous discussions of interval overlap, then mention a rule for 

bars that are ±SE, which I refer to as SE bars. For the case of sample means from two normal 

populations I investigate robustness of the rules to variation in sample sizes and interval arm 

lengths, and thus seek to justify statements above of the conditions under which the rule is 

sufficiently accurate. I then extend the 95% CI rule to include overlap benchmarks for several 

further p values. Finally, I investigate CIs on proportions and correlations, cases in which 

intervals are in general not symmetric.  

 

INTERVAL OVERLAP: PREVIOUS ANALYSES FOR TWO INDEPENDENT GROUPS  

In this section I briefly review previous discussions of the relation between interval 

overlap and two-tailed p value or statistical significance. Note that, other things being equal, a 

greater difference between two independent means implies a smaller overlap or greater gap, and a 

smaller p value for the t-test comparison of the means.  

Browne [8] studied bar overlap and statistical significance in great detail, and provided 

extensive tables of particular ratios that correspond to statistical significance for different pairs of 

sample sizes and various comparative lengths of the two intervals. No simple way to summarise 

the relationships was identified. Most other discussions of overlap and statistical significance 

have been relatively brief. Some writers have simply commented that the relationships are 

complex, even prompting Simpson et al. [9] to state ―There is no general correspondence 

between overlap of these confidence intervals and the t-test for the difference of two means‖ (p. 

352).  
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Many writers considered only very conservative rules. For example, Browne [8] stated 

―The only truly universal rule found was that when [SE] intervals overlap, the means are never 

significantly different [with  = .05]‖ (p. 664). This is true but, for zero overlap of SE bars, in the 

base case (meaning n large, sample sizes equal, and SEs equal), the p value is actually .16 [10, 

11]. Similarly, Bulpitt [12] (see also [9]) stated ―If the [95%] confidence intervals do not overlap 

then the means are significantly different [with  = .05]‖ (p. 496). Again, this is true but very 

conservative, as noted also by [13, 14]: For zero overlap in the base case, the p value is .006. In 

their statistics textbook, Shaughnessy et al. [15] advised that ―When the [95%] confidence 

intervals do not overlap, we can be confident that the population means for the two groups differ‖ 

(p. 247). They also stated that ―If intervals overlap slightly, then we must acknowledge our 

uncertainty about the true mean difference and postpone judgment‖ (p. 247). The rule that 95% 

CIs just touching is equivalent to statistical significance was discussed by [16-18], and also by 

Schenker and Gentleman [2], who reported finding more than 60 articles in health sciences 

journals that had used the rule. Several writers [2-4, 19, 20] have pointed out that considerable 

overlap can be compatible with a significant difference,  = .05. It seems that confusion about 

overlap and statistical significance testing has, at least in the past, been widespread. Recently, 

Belia et al. [1] found direct evidence that a large proportion of leading researchers in medicine, 

behavioural neuroscience, and psychology have several severe misconceptions about 

interpretation of overlap of 95% CIs, and SE bars. 

Instead of asking what overlap of familiar 95% CIs gives p = .05, an alternative approach 

is to ask what intervals would give p = .05 when they just touch. Bars with w = 1.39SE [21], 

2SE [22], or 1.5 to 1.6SE [23] give p = .05 or a little less, for zero overlap. For given data, 

increasing the level of confidence, for example from 95% to 99%, lengthens the CI—by about 

31%. Reducing it from 95% to 90% shortens the CI by about 16%. Reducing CI length in Figure 

1c by a little over 25% would give intervals that just touch, for p = .05; the corresponding level of 

confidence for the base case is 83.4%. A number of researchers [10, 11, 24-27] have noted that 

approximately 84% CIs with zero overlap give p = .05. Goldstein and Healy [21] discussed more 

generally how intervals can be calculated so that two intervals just touching corresponds to 

p=.05, for a set of any number of comparisons.   

Sall [28] described an ingenious variation of overlap: Around any mean, draw a circle 

with radius equal to the margin of error of the 95% CI. Sall showed that if two such circles 

overlap so that they intersect at right angles, p = .05 for the comparison of the two means. The 

angle of intersection of circles is the exterior angle between the tangents to the two circles at 

either point where the circles cross. If this angle is greater than a right angle, the means are too 

close together—the circles overlap too much—for statistical significance, and p > .05. If the 

intersection angle is less than a right angle, or the circles do not overlap, p < .05. Sall claimed 

that with a little practice it is easy to judge whether intersection angles are more or less than right 

angles. One beauty of this method is that it works for any sample sizes and any margins of error: 

The circles may be of different sizes, but the intersecting angle rule is still accurate. In addition, 

with multiple means, any method for protecting against an inflated Type 1 error rate can be 

chosen and used to calculate circles of increased radius, and then the same intersecting angle rule 

gives the result of applying the chosen multiple comparison method. Sall even described an 

extension of the method for correlated means. Circle displays are provided in the JMP statistical 

software [29], and also in SAS (www.sas.com). 

http://www.sas.com/


Inference by Eye       6 

Tryon [26] proposed interesting ways to use CIs to assess statistical significance, 

statistical equivalence, and neither (statistical indeterminacy), with the aim of avoiding common 

problems of null hypothesis significance testing. His method uses CIs whose level of confidence, 

and thus length, is adjusted so intervals just touching indicates p = .05 for a comparison. As I 

mentioned above, for two independent means in the base case the adjusted intervals are 83.4% 

CIs. Tryon extended the analysis of [21] to explain how to calculate adjusted intervals for any 

sample sizes and margins of error, for sets of multiple comparisons, and even for correlated 

means. However, the convenience of zero overlap giving p = .05 comes at the enormous cost of 

using intervals having various unfamiliar levels of confidence. The familiar error-bar graphic, as 

used in Figure 1, is highly likely to elicit interpretation as a 95% CI, and perhaps only an alert 

and strong-willed reader who grasps fully the logic of Tryon‘s method is likely to interpret the 

error bars accurately as 83.4% CIs—or intervals with whatever level of confidence is needed for 

a particular comparison. Tryon‘s method thus carries the danger that intervals will be interpreted 

in a strongly anti-conservative way. In practice, a pair of 83.4% intervals is likely to be difficult 

to interpret in any way other than as a signal of p = .05 for a particular comparison. By contrast, 

the rules of eye I discuss apply to familiar 95% CIs, which can also be given substantive 

interpretation in several other ways [5]. 

An advantage of Sall‘s circles method and Tryon‘s approach is that they each cover a 

wide range of situations, including multiple comparisons and correlated means. A disadvantage is 

that they focus primarily on dichotomous decision making based on the p = .05 criterion, whereas 

the rules I discuss refer to p = .01 and other values, in addition to p = .05, so they encourage a 

more graded assessment of a comparison. 

 

SE BARS 

The International Committee of Medical Journal Editors [30] recommends CIs rather than 

SE bars, and most medical journals expect CIs to be routinely reported. Cumming and Finch [5] 

gave reasons for preferring 95% CIs to SE bars. However, SE bars still appear fairly often in 

figures, and some disciplines routinely use SE bars. If sample size is at least 10, SE bars are close 

to half the width of the corresponding 95% CI, and are approximately equivalent to 68% CIs [5]. 

It is a major problem that the same graphic is used to represent SE bars and 95% CIs. Authors 

must always be scrupulous to state what error bars in figures represent, and readers must always 

be certain which intervals are depicted before they make any interpretation. SE bars in figures 

are, unfortunately, sufficiently common that it may be worth mentioning one rule for figures with 

SE bars. Cumming and Finch [5] proposed the following rule of eye for SE bars: 

Two independent means, SE bars  For a comparison of two independent means, two-tailed p ≤ 

.05 when the gap between the SE bars is at least about the size of the average SE, that is when the 

proportion gap is about 1 or greater. 

In addition, p ≤ .01 when the proportion gap is about 2 or more.  

These relationships are sufficiently accurate when both samples sizes are at least 10, and 

the SEs of the two groups do not differ by more than a factor of 2. 
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ROBUSTNESS OF OVERLAP RULES OF EYE 

Browne‘s [8] detailed exploration of overlap led him to conclude ―there are very few 

universal rules for visually assessing significance of a mean difference‖, and ―heteroscedasticity 

plays a major role in limiting rules of thumb‖ (p. 663). He also emphasised the central role of 

sample size and any difference between the sizes of the two samples. In their search for rules of 

eye with a useful amount of generality, Cumming and Finch [5] investigated a number of ways of 

expressing overlap, including overlap as a proportion of the larger margin of error, and as a 

proportion of the margin of error of the larger group. They also investigated the consequences of 

assuming, or not assuming, equality of population variances. They were pleased to find that 

expressing proportion overlap and gap simply in terms of average arm length gives rules that are 

surprisingly robust to differences between groups in both sample sizes and margins of error. 

POL, it seems, can bring order to the complexity described by Browne [8] and others. Cumming 

and Finch found that overlap rules do apply if homogeneity is assumed, but apply in a wider 

range of cases if homogeneity of variance is not assumed. As mentioned earlier their reported 

analyses used the Welch-Satterthwaite method, which does not assume homogeneity of variance, 

to calculate p values. 

For maximum scope I also did not assume homogeneity of variance, and used Welch-

Satterthwaite calculations to investigate robustness of the rules. Figure 2 illustrates robustness by 

showing how p varies with the size of the smaller sample (which we can label Group 1, of size 

n1), for 95% CI proportion overlap of 0.5 (solid curves), and for SE proportion gap of 1.0 (dotted 

curves). The heavy curves apply to the base case of groups of equal size with bars of equal width. 

The light curves show the relationship for three combinations of sample size and bar width 

differences. Figure 2 illustrates my general conclusion about robustness, which is that in the great 

majority of cases that meet the conditions for the rules—sample sizes of at least 10, and margins 

of error (or SEs) not differing by more than a factor of 2—the p value is close to and a little 

below .05. It is striking that the rules are reasonable even when Group 2 is five times the size of 

Group 1 and, in addition, has an interval either twice or half the width of the Group 1 interval. In 

fact the curves hardly change for even greater differences in group size, but note that in such 

cases, for interval widths to be within a factor of 2, the standard deviations in the two groups 

would need to be quite different.  

A corresponding figure (not shown) gives a similar justification for the choice of 95% CI 

proportion overlap of 0 and SE proportion gap of 2.0, for p approximately .01, and for the 

statement of the conditions under which the rules for p = .01 are acceptably accurate. The figures 

for the .05 and .01 rules illustrate that, for the base case, the rules are conservative: For large and 

equal n, and equal interval widths, 95% CI proportion overlap of 0.5 gives p = .038 rather than 

.05, and zero overlap gives p = .006 rather than .01. This conservatism of the rules for the base 

case is also illustrated in Figure 1, which shows near the top the exact POL required for p exactly 

.05  (Figure 1c) or .01 (Figure 1d): A little more overlap is permitted, or a smaller gap required, 

than is stated in the rules. Figure 1 also shows, in small boxes at the bottom, the pairings of POL 

and approximate p values stated in the rules of eye. 
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Figure 2. Curves to illustrate the robustness of rules of eye for 95% CIs and SE bars. The two-

tailed p value calculated by the Welch-Satterthwaite method is plotted as a function of sample 

size, for 95% CI proportion overlap of 0.5 (the criterion for the 95% CI rule of eye, solid curves), 

and for proportion SE gap of 1.0 (the criterion for the SE bars rule of eye, dotted curves). The 

horizontal dashed line marks .05, the p value specified approximately in the rules of eye. Groups 

1 and 2 have sizes n1 and n2 respectively, where n1 ≤  n2, and margins of error (or SEs) of w1 and 

w2 respectively. The two heavy curves apply for the base case of groups of equal size having 

margins of error (or SEs) that are equal. The light curves show the relationship for three 

combinations of sample size and interval width differences. Curves marked with a circle illustrate 

equal group sizes (n1 = n2) and one margin of error (or SE) twice the other (w2 = 2w1). For curves 

with a square or a cross, Group 2 is five times the size of Group 1 (n2 = 5n1), and has margin of 

error (or SE) twice (square; w2 = 2w1) or half (cross; w2 = 0.5w1) that of Group 1. Note that in the 

great majority of cases the p value is close to and a little below .05, provided that both groups 

have size at least 10. 
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Relations among C, p, and overlap 

In this section I discuss how changes in level of confidence C, the p value, and extent of 

overlap are all related. First consider p and overlap, for a fixed C. Figure 1 illustrates how, for 

95% CIs, the p value shown at the top decreases as overlap changes from about 1 in Figure 1a to 

a gap in Figure 1e. Statistical reformers, for example [5], advocate reduced focus on the 

traditional criterion p values of .05 and .01 and, instead, the reporting of exact p values as a more 

informative basis for inference. Bearing in mind the patterns of Figure 1 allows easy estimation 

of the p value for any amount of overlap (or gap) of two independent 95% CIs: Inference by eye 

need not be restricted to p values of .05 and .01.  

The first rule of eye and the bold boxes at the bottom in Figure 1 give the two basic 

benchmarks that POL = 0.5 corresponds to about p = .05, and POL = 0 to about p = .01. Two 

additional benchmarks worth remembering are shown in the other boxes in Figure 1: An overlap 

of 1 (each mean is at a limit of the other interval) gives about p = .2, and a gap of 0.5 gives about 

p = .001. It is notable that such a relatively small gap between 95% CIs is needed to give a very 

low p value. All these benchmarks are a little conservative for the base case, and allow sufficient 

leeway to meet the standard robustness requirements that the rule is adequate whenever both 

sample sizes are at least 10, and interval widths do not differ by more than a factor of 2. 

Earlier I mentioned that for given data, and therefore a given p value, changing C will 

change interval length and thus extent of overlap. More generally it is possible to plot families of 

curves showing the relation between any two of C, p, and POL. It is also possible to state rules of 

eye for CIs with any chosen C, although 95% CIs should usually be preferred because they are 

most familiar, and consistency of practice assists interpretation.  

Proliferation of rules and benchmarks to remember is unlikely to be useful for the busy 

researcher, but I will briefly mention two cases that may be of interest to some groups of 

researchers. First, 99% CIs are reported sometimes in medicine. For 99% CIs, POL of 0.5 

indicates p = .01 approximately. As for the other rules, this 0.5 benchmark allows leeway for the 

usual robustness conditions (sample sizes at least 10, and margins of error differing by no more 

than a factor of 2) to suffice.  

Second, researchers using structural equation modelling (SEM) often present 90% CIs on 

root mean square error of approximation (RMSEA) estimates. For 90% CIs, the rule identifies 

overlap of one quarter for p = .05, and a gap of one third for p = .01. Remembering those two 

values may be useful for quick inference by eye when reading SEM articles. Again the usual 

robustness conditions apply. 

 

CIs for two proportions 

The discussion so far has referred to normal populations and symmetric CIs on sample 

means. As a first step of generalisation I studied overlap of 95% CIs for two independent 

proportions x1 = k1/n1, and x2 = k2/n2, where k1, k2, n1 and n2 are all integers, and 0 ≤ ki ≤ ni. 

Because proportions are bounded by 0 and 1, such CIs are in general asymmetric, meaning that 
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the lower and upper arms are of unequal length. To calculate CIs on proportions I used the 

approximate method recommended in [31], based on extensive comparisons in [32] that included 

proportions from the full range from 0 to 1 inclusive, and values of n1 and n2 from 5 to 100,000. 

Figure 3 shows two examples of 95% CIs on two independent proportions, and illustrates that the 

arm closer to .5 is the longer arm. POL is the vertical distance between the dotted horizontals, as 

in Figure 3, divided by the average length of the two arms that overlap—one from each CI. 

Figure 3. Two examples of 95% CIs for two independent proportions. Note that the panels have 

different vertical scales. The left panel shows proportions 1/8 (Group 1) and 14/27 (Group 2). 

The proportion overlap is POL = 0.50, meaning that the vertical distance between the two dotted 

lines is 0.50 of the average of the two overlapping arms, which are the upper arm of the left CI 

and the lower of the right. The ratio of the lengths of these two arms is 1.94, and the two-tailed p 

value is .048. The right panel show proportions 7/98 (Group 1) and 7/400 (Group 2). The 

proportion overlap is close to zero (it is 0.024), the arm ratio is 2.00, and the p value is .005. 

These configurations illustrate cases close to the boundaries of the rule of eye for two 

independent proportions. 
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Incidentally, Figure 3 is the one figure I include that illustrates the overlap of CIs whose 

margins of error (values of w) differ. Often in practice the two overlapping arms do not differ 

greatly in length, and it is sufficient to estimate visually the overlap as a proportion of either 

overlapping arm. Applying the rule in the more challenging case of the left panel of Figure 3 

requires first deciding that the longer of the two overlapping arms is not appreciably more than 

twice the length of the shorter, and so the rule is applicable. Then the overlap needs to be 

assessed against the average of the two overlapping arms. One way to do this is to transfer 

visually the shorter arm alongside the longer, with the two upper ends aligned, and to estimate the 

point half way between the lower ends of the two—which defines the desired average of the two 

overlapping arms. Then assess the extent of overlap against this average. Bear in mind that 

inference by eye is not intended to be precise, and that the rules are a little conservative and 

therefore allow a little leeway. 

To calculate the p value for the comparison of the two proportions I used the method 

recommended in [31], which was based on extensive evaluations in [33]. I used that method to 

calculate the 95% CI on the difference between the proportions, then adjusted the confidence 

level C of that CI until one limit equalled zero. The p value was then (100–C)/100. 

These investigations justify the following rule of eye:  

Two independent proportions, 95% CIs  For a comparison of two independent proportions, two-

tailed p ≤ .05 when POL is about 0.5 or less—in other words the overlap of the 95% CIs is no 

more than about half the average arm length, meaning the average of the two arms that overlap. 

(Figure 3, left panel) 

In addition, p ≤ .01 when the two CIs do not overlap, that is when POL ≤ 0 

approximately, so overlap is about 0 or there is a positive gap. (Figure 3, right panel) 

These relationships are sufficiently accurate when the arm ratio (the ratio, greater than 

or equal to one, of the lengths of the two arms that overlap) is no more than about 2.  

To assess the accuracy and robustness of this rule I investigated numerous cases with n1 

and n2 ranging from 2 to 100,000, and x1 and x2 ranging from 0 to 1. As an example, Figure 4 

shows the p value as a function of n1 for cases in which n2 = 3n1, and when x1 is set as close as 

possible to .9, subject to k1 being an integer. The procedure was, first, to determine for each n1 the 

x2 that was less than x1 and gave a 95% CI having POL of exactly .5 with the CI on x1; the p 

values for those cases are marked by the closed dots in Figure 4. I then reduced x2 by as little as 

possible until k2 was an integer; this reduced the overlap and thus the p values, which are marked 

by the open dots. The jaggedness in the curves reflects the requirements that k1 be integral for the 

upper curve, and both k1 and k2 integral for the lower curve. For the example cases reported in 

Figure 4 the arm ratio lay between 1.66 and 1.94, and all p values are close to, but below .05. 

Examination of numerous diagrams like Figure 4 indicated that, when overlap is 0.5, the p 

value is in the great majority of cases between .035 and .05 (including the example shown in 

Figure 3, left panel), and in almost every case between .025 and .05. The most common p value, 

when x1 and x2 are not extreme and n1 and n2 do not differ greatly, is around .04. This is similar to 

the p value of .038 for the normal distribution base case.  
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Figure 4. Curves to illustrate the robustness of the rule of eye for two independent proportions. 

The two-tailed p value is plotted against n1, which is the size of the smaller group. The larger 

group has size 3n1. The proportion in the smaller group is x1 = k1/n1, and is set as close as 

possible to .9 subject to k1 being an integer. The proportion in the larger group is x2 = k2/n2, which 

first is set to the value less than x1 that gives proportion overlap of the two 95% CIs of exactly 

0.50. The filled dots show the p values for these cases. Then x2 is rounded down until k2 is an 

integer. The open dots mark the p values for these cases. The steps in the upper curve (filled dots) 

reflect rounding of x1 to ensure k1 is integral, and the steps in the lower curve reflect also the 

rounding of x2 so k2 is integral. The horizontal dashed line marks .05, the p value specified 

approximately in the rule of eye. The maximum arm ratio for the cases illustrated is 1.94. 

 

Similar investigations with zero overlap indicate that the p value is in the great majority of 

cases between .005 and .008 (including the example shown in Figure 3, right panel) and in almost 

every case between .004 and .01. The most common p value, when x1 and x2 are not extreme and 

n1 and n2 do not differ greatly, is around .006. This is also the p value for the normal distribution 

base case.  

Measuring overlap in terms of the average of the lengths of the two arms that overlap 

seems appropriate, and only when the arm ratio is greater than 2 do the rules in many cases break 

 

0

0.01

0.02

0.03

0.04

0.05

0.06

0 10 20 30 40 50
n 1 (smaller group)

p
 v

a
lu

e



Inference by Eye       13 

down. This limitation on arm ratio means the n2/n1 ratio (or the n1/n2 ratio) can be no more than 

about 4, and somewhat less if an xi is close to 0 or 1. It is striking that the rules hold even for very 

small n1 and/or n2, and for x1 and/or x2 close to or equal to 0 or 1, provided only that the arm ratio 

is no more than 2. The rules for two independent proportions are, like the corresponding rules for 

normal populations, a little conservative, in that the p value is almost always a little smaller than 

the .05 and .01 values stated in the rule.  

Finally, note that, although the approximate method used here has been extensively tested 

and is recommended in [31], other methods do exist for calculating CIs for proportions and the p 

value for the difference. Investigation and comparison of such methods continues in the literature. 

Should another method find favour, the rule of eye should be tested with the CIs and p values it 

gives, although I would expect the rule to hold for any method that gives CIs with accurate 

coverage probabilities and little bias. 

 

CIs for two correlations 

I took a similar approach to investigate the overlap of 95% CIs on two independent 

Pearson correlations, r1 and r2, in groups of size n1 and n2 respectively. I used Fisher‘s r to z 

transformation [34] to calculate 95% CIs on each ri, and the p value for the comparison of the 

two correlations. The two underlying populations are assumed bivariate normal. Because 

correlations are bounded by -1 and 1, the CIs are in general asymmetric, with the arm closer to 0 

being the longer. Diagrams showing overlap of CIs for correlations appear not unlike Figure 3, 

except the vertical axis extends from 1.0 down to -1.0, and so CIs can extend beyond zero. 

These investigations justify the following rule of eye:  

Two independent correlations, 95% CIs  For a comparison of two independent Pearson 

correlations, two-tailed p ≤ .05 when POL is about 0.5 or less—in other words the overlap of the 

95% CIs is no more than about half the average arm length, meaning the average of the two arms 

that overlap.  

In addition, p ≤ .01 when the two CIs do not overlap, that is when POL ≤ 0 

approximately, so overlap is about 0 or there is a positive gap.  

These relationships are sufficiently accurate when both group sizes are at least 30, and 

the arm ratio (the ratio, greater than or equal to one, of the lengths of the two arms that overlap) 

is no more than about 2.  

Figure 5 shows the p value as a function of n1, the smaller group size, for selected values 

of r1 and n2/n1. The procedure was to choose values of r1 and the n2/n1 ratio, and then, for each n1 

value, calculate r2 so the overlap of the 95% CIs on r1 and r2 is exactly 0.50, then calculate the p 

value for the difference. The heavy curve (1) is for the base case when r1 = 0 and n2/n1 = 1. The 

other curves are for the r1 and n2/n1 values indicated, and for r2 constrained to be greater or less 

than r1, as indicated. The upper three curves (4, 5, and 6) were selected so the arm ratios for 

points on these curves are at or just below the 2.0 limit specified by the rule. The arm ratios for 

points on Curves 1-3 are generally in the range 1.0 to 1.3.  
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Figure 5. Curves to illustrate the robustness of the rule of eye for two independent Pearson 

correlations, r1 and r2, in groups of size n1 and n2 respectively, where n1 ≤ n2. The two-tailed p 

value is plotted against n1, the size of the smaller group, and the horizontal dashed line marks .05, 

the p value specified approximately in the rule of eye. For a chosen r1 and n2/n1 ratio, for each n1 

value r2 is set so the overlap of the 95% CIs on r1 and r2 is exactly 0.50, then the p value is 

calculated. The heavy curve (1) is for the base case when r1 = 0 and n2/n1 = 1. The other curves 

are for the r1 and n2/n1 values indicated. For curve 2, r2 was constrained to be greater than r1, and 

for curves 4 and 6 to be less than r1. (Curves 1 and 3 are symmetric with respect to the two 

correlations, and curve 5 symmetric as to the sign of r2.) The upper three curves (4, 5, and 6) 

were selected so the arm ratios for points on these curves are at or just below the 2.0 limit 

specified by the rule of eye. The arm ratios for points on curves 1-3 are generally in the range 1.0 

to 1.3. 
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Examination of numerous diagrams like Figure 5 indicated that, when overlap is 0.5, and 

n1 is at least 30 and the arm ratio no more than 2, the p value is in the great majority of cases 

between .04 and .055, and in almost every case between .035 and .06. When n1 and n2 are large 

and similar the p value is, as expected, close to .038, the value for the normal distribution base 

case. Once again, measuring overlap in terms of the average of the lengths of the two arms that 

overlap seems appropriate, and only when the arm ratio is greater than 2 or group sizes are small 

does the rule in many cases break down. It is notable that the rule holds even for r1 or r2 close to -

1 or 1, provided only that group sizes are at least 30 and the arm ratio is no more than 2. 

Similar investigations with zero overlap indicated that the p value is, in the great majority 

of cases that satisfy the rule, between .006 and .011 and in almost every case between .006 and 

.015. When n1 and n2 are large and similar the p value is, as expected, close to .006, the value for 

the normal distribution base case. Once again it is notable that the rule holds in such a wide range 

of cases, subject only to simple conditions. The rule for two independent correlations is, like the 

earlier rules, a little conservative when groups sizes are large and similar but, as Figure 5 

illustrates for p = .05, for cases close to the boundaries (for example n1 = 30, arm ratio near 2, a 

correlation close to -1 or 1, as in Curves 4, 5, and 6) p values are sometimes a little above the .05 

and .01 values stated in the rule. 

 

CONCLUSION 

When inspecting error bars on two means, or other point estimates, it is essential first to 

be sure what the bars represent: CIs, SE, SD, or some other quantity? If they are CIs, what is the 

level of confidence? Having established they are, for example, 95% CIs, it is next essential to be 

sure that the two samples are independent. If a repeated measure is involved, or the two means 

are in some other way correlated, the two CIs may not be used to assess the difference, because 

they do not reflect the correlation. For pre-test and post-test means, for example, the CI on the 

paired differences is needed [5]. 

Having established the 95% CIs are for independent samples, inference by eye can be 

based on one of the rules stated above, and in the Appendix, provided the conditions in the rule 

are met. However, bear in mind that the p value relates to a single comparison of two means, and 

therefore using the rules is equivalent to regarding each comparison as a separate decision—in 

other words using a decisionwise error rate. Saville [20] defended the use of a decisionwise error 

rate, no matter how many comparisons are made, provided that any differences identified as 

statistically significant should be considered substantively on their merits, and regarded as 

possible effects for further investigation, rather than established findings. Alternatively, if many 

comparisons are made, or if the two means to be compared are chosen post hoc from a large set, 

then a setwise, or experimentwise error rate may be preferred. An informal adjustment towards 

conservatism, to protect against inflated Type 1 error rates [5], may be to use p<.01, for example, 

in place of p<.05 as a general inference-by-eye benchmark. More formal adjustments of p, using 

Bonferroni or some other procedure, would require calculation of p values rather than eye-balling 

of figures with error bars.  
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Judgments based on CI overlap can be particularly useful in situations where CIs are 

readily calculated, but a test for statistical significance is not known, or is difficult to compute 

[10]. The example given in [10] was a comparison of the coefficients of variation of two 

independent samples. However, although the above results for proportions and correlations 

encourage a belief that the CI overlap rules have wide generality, their accuracy should really be 

examined for each different type of comparison. 

It is timely to discuss inference based on CIs because statistical reform, including 

widespread use of CIs, continues to advance. CIs came in to routine use in medicine during the 

1980s, but changes in other disciplines have been more recent. In psychology, the influential 

Publication Manual of the American Psychological Association in 2001 recommended CIs [36], 

and a similar recommendation was made in 2006 in educational research [37]. In economics the 

reform debate, and advocacy of CIs, continues [38].  

I have two further caveats: First, exact p values should not be taken as a precise measure 

of the strength of evidence given by a set of data because, if you repeat the experiment exactly 

but with a new sample of subjects, you are likely to obtain a quite different p value [35]. In this 

article I have followed convention by calculating p values precisely, but inference by eye, and 

indeed any use of p values, should recognise that they give only a very rough indication of 

strength of evidence. 

Second, discussing these rules of eye may suggest that estimating p values should be the 

primary way to interpret CIs. By contrast, Cumming and Finch [5] recommended a range of ways 

to think about CIs without invoking p values. Interpretation of any CI should be primarily in 

terms of point and interval estimates, and interpretation of these in the research context. 

Consideration of p values may be helpful, but as statistical reform progresses and we become 

more familiar with interval estimation [39], the focus on p values should reduce. In any case, I 

hope these rules will encourage researchers to publish figures showing 95% CIs, and help readers 

appreciate such figures more readily.  
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APPENDIX 

Rules of eye for interpretation of confidence intervals 

The first four rules, for means, assume normally distributed populations, and refer to p 

values calculated using Welch-Satterthwaite methods, which do not require the assumption of 

equal population variances. 

Two independent means, 95% CIs [5]  For a comparison of two independent means, two-tailed 

p ≤ .05 when the overlap of the 95% CIs is no more than about half the average margin of error, 

that is when proportion overlap (POL) is about 0.5 or less. (See Figure 1c, and the box just below 

that pair of means.) 

In addition, p ≤ .01 when the two CIs do not overlap, that is when proportion overlap is 

about 0 or there is a positive gap. (See Figure 1d, and the box just below.) 

These relationships are sufficiently accurate when both samples sizes are at least 10, and the 

margins of error do not differ by more than a factor of 2. 

Two independent means, SE bars [5]  For a comparison of two independent means, two-tailed 

p ≤ .05 when the gap between the SE bars is at least about the size of the average SE, that is when 

the proportion gap is about 1 or greater.  

In addition, p ≤ .01 when the proportion gap is about 2 or more.   

These relationships are sufficiently accurate when both samples sizes are at least 10, and 

the SEs of the two groups do not differ by more than a factor of 2. 

Estimation of p for two independent 95% CIs  For a comparison of two independent means, p 

can be estimated for any observed overlap or gap of the 95% CIs by using as approximate 

benchmarks: POL = 1 (one full arm overlap) gives two-tailed p = .2 (see Figure 1a); POL = 0.5 

gives p = .05 (Figure 1c); POL = 0 (intervals just touching) gives p = .01 (Figure 1d); and p = 

.001 when POL = -0.5, meaning a gap of half the average margin of error (Figure 1e).  

These benchmarks are sufficiently accurate when both samples sizes are at least 10, and 

the margins of error do not differ by more than a factor of 2.  

Two independent means, 99% and 90% CIs  For a comparison of two independent means, 

when the overlap of 99% CIs is POL = 0.5, p is about .01. When the overlap of 90% CIs is POL 

= 0.25, two-tailed p is about .05; and p is about .01 when POL = -0.33, meaning a gap of about 

one third of the average margin of error. 

These relationships are sufficiently accurate when both samples sizes are at least 10, and 

the margins of error do not differ by more than a factor of 2.  

Two independent proportions, 95% CIs  For a comparison of two independent proportions, 

two-tailed p ≤ .05 when POL is about 0.5 or less—in other words the overlap of the 95% CIs is 
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no more than about half the average arm length, meaning the average of the two arms that 

overlap. (Figure 3, left panel) 

In addition, p ≤ .01 when the two CIs do not overlap, that is when POL ≤ 0 

approximately, so overlap is about 0 or there is a positive gap. (Figure 3, right panel) 

These relationships are sufficiently accurate when the arm ratio (the ratio, greater than or 

equal to one, of the lengths of the two arms that overlap) is no more than about 2.  

Two independent correlations, 95% CIs  For a comparison of two independent Pearson 

correlations, two-tailed p ≤ .05 when POL is about 0.5 or less—in other words the overlap of the 

95% CIs is no more than about half the average arm length, meaning the average of the two arms 

that overlap.  

In addition, p ≤ .01 when the two CIs do not overlap, that is when POL ≤ 0 

approximately, so overlap is about 0 or there is a positive gap.  

Calculation of p values is based on Fisher‘s r to z transformation, and the two underlying 

populations are assumed bivariate normal. The relationships are sufficiently accurate when both 

group sizes are at least 30, and the arm ratio (the ratio, greater than or equal to one, of the lengths 

of the two arms that overlap) is no more than about 2.  

 


